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ABSTRACT
Deep learning methods became widely popular in the recommender
systems community in 2016, in part thanks to the previous event of
the DLRS workshop series. Now, deep learning has been embedded
in the main conference as well and initial research directions have
started forming, so the role of DLRS 2017 is to encourage starting
new research directions, incentivize the application of very recent
techniques from deep learning, and provide a venue for specialized
discussion of this topic.
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1 INTRODUCTION
Deep learning techniques achieved great success in complex do-
mains, such as computer vision, natural language processing, ma-
chine translation, speech recognition and reinforcement learning.
The uptake of deep learning by the recommender systems com-
munity was relatively slow, as the topic became popular only in
2016. The �rst Deep Learning for Recommender Systems workshop
(DLRS 2016 [11]) – which was the workshop with the highest de-
mand at RecSys 2016 – also took its share to propagate the topic.
The popularity of this topic is still in its growing phase demon-
strated – beside others – by the ∼ 25% increase in the number of
submissions received by DLRS compared to last year.

As deep learning methods gradually become part of the main
conference, accordingly changes the role of DLRS. From being
the primary venue for any RecSys related deep learning research,
DLRS will gradually become a forum of discussing pioneering work
that uses recent techniques from deep learning or proposes novel
recommendation related problems that can be solved with deep
learning. Fortunately, we see both among this year’s submission.
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DLRS 2017 builds upon the positively received traits of DLRS
2016. DLRS 2017 is a fast paced workshop with a focus on high qual-
ity paper presentations and keynote. We welcome original research
using deep learning technology for solving recommender systems
related problems. The workshop centers around the use of Deep
Learning technology in Recommender Systems and algorithms.

2 STATE OF THE ART
While using neural networks for recommender systems is not a
recent trend – e.g. see the application of Restricted Boltzmann
Machines for collaborative �ltering [15] from ten years ago – the
recent boom of deep learning revitalized this topic in the last two
years. With deep learning for recommender related tasks becoming
more and more popular, we have seen distinct research directions
forming within the area during last year. The topics form around
few seminal papers with subsequent work extending or improving
upon those. Here we give a very brief overview of these research
directions that can be considered as the state-of-the-art of this area.

Embeddings & 2vec models: Several papers focus on �nding
good embeddings (also known as distributed representations, or
latent features) for items. This direction is not foreign for the rec-
ommendation domain, e.g. matrix factorization methods are also
latent models that �nd “embeddings” for items and users1. Recent
methods focus on item embeddings without user identi�cation and
can be used as the basis of more advanced methods or as item-
to-item recommenders. Most of the models use some variation
of Word2Vec [13] – originally devised for word embeddings – on
event data [6]. Subsequent papers extend the model (e.g. with side
information [19]) or examine the latent space [20].

Extracting features from heterogenous data: Hybrid factor-
ization algorithms in the past often relied on constraining item
features on metadata to overcome the weaknesses of pure collabo-
rative �ltering, e.g. the cold-start. With deep learning, it became
easier to reliably extract useful features directly from content and
use them in CF. Depending on the domain the content and thus
its processing can greatly di�er. [18] used convolutional neural
networks (CNNs) to extract features from music to be used in a
factor model. More recently [1] used recurrent neural networks
(RNNs) to include textual data in their end-to-end CF model. Using
1MF can also be represented as a very simplistic neural network with one hidden layer
without any nonlinearities. The input is the one-hot encoded user ID, the hidden layer
is the user feature vector and the output is the user’s preference over the items.



images is also a popular choice to enhance recommendations in
domains like fashion [7, 12] or video recommendation [10].

Deep collaborative �ltering: A natural application of deep
models is collaborative �ltering. Leveraging the versatility of deep
models, multiple types of interaction and/or context is often inte-
grated. [4] describes the deep learning algorithm behind YouTube’s
related video recommendation. [2] combines deep models with a
wide logistic regression model to �nd a balance between general-
ization and memorization in the app recommendation domain. [5]
proposes a model in which user and item features co-evolve and
follow the conceptional drift in the interaction data.

Autoencoders for CF: A subclass of deep CF methods use de-
noising autoencoders as the central component of their model.
This approach is popular with several di�erent variants proposed
[21, 23, 24]. These models can also be extended with additional
information sources, such as text [22].

Session-based recommendations with RNNs: Session-based
recommendation is a good example for a task that is very important
in real life applications, yet was hardly addressed due to its complex-
ity when using classic methods. However, [9] showed that gated
RNN (such as the Gated Recurrent Unit, GRU [3]) can be adapted
to be a perfect �t for this task. Subsequent papers building on this
idea either improve the original algorithm by (1) proposing loss
functions suiting the problem better [8], (2) data augmentation [16];
or other extend it e.g. by adding context [17] or personalization
[14].

3 THEWAY FORWARD
This area of research is very young, thus there is much room for
improvement in the aforementioned research directions. Besides, up
to this point only a fraction of well established deep learning models
have been used for recommendations. We expect the community
to delve into exploring the use of more recent approaches (e.g.
generative models) in the near future. We also expect that novel or
previously discarded recommendation problems will come forward
now that the toolset for tackling them is available; similarly to
how session-based recommendation was revitalized by [8]. The
submissions to DLRS 2017 show traits of all three types of research.

4 SUMMARY
After its success in other domains, deep learning became popular
in the recommender systems community last year. As researchers
started to use deep learning methods in the RecSys domain, di�er-
ent research directions revealed themselves, such as creating better
item embeddings or session based recommendations with recurrent
neural networks. The DLRS workshop series aims to further speed
up the acceptance of deep learning methods in the RecSys com-
munity. Even though deep learning papers are now also present at
the main conference, DLRS 2017 is the venue for discussing novel
research directions, applications of recent techniques of deep learn-
ing and bringing together researchers from the deep learning and
recommender systems communities.
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